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Functional Analysis

1. Let (H,(,)) be a Hilbert space. A map B : H x H — C is said to be sesquilinear iff

it is linear in the first variable and conjugate linear in the second variable. Define

|B||:== sup |B(z,y)|

l=l<LlylI<1

Say that B is bounded if || B|| < oo; is symmetric if B(z,y) = B(y, z); is non-negative
if B(z,z) = 0 implies z = 0.

(a) If B is bounded, show that there exists a unique bounded linear operator A on
H such that B(z,y) = (x, Ay) and that ||B|| = ||A]|.

(b) Verify that if B is symmetric, non-negative and definite then B defines an inner

product on H.

(c) If B is symmetric and non-negative, show that the Schwartz inequality holds:
for every x,y € H,
|B(z,y)|* < B(x,2)B(y,y)-

Proof. (a) For each y € H, define the map B, : H — C by
By(z) = B(z,y)

for each x € H. Since B(awx +z2,y) = aB(z1,y) + B(z2,y), B, is a linear map.

From the definition of ||B]|, we can write for z,y € H
|B(z,y)| < [|Blll=[l[lyl

which implies that B, is bounded and || B,|| < ||B||||ly||- Since B, is a bounded
linear functional on the Hilbert space H, there exists a unique y € H such that
(B(z,y) =)By(z) = (z,9) and ||B,|| = ||y]|. Because for each y € H we are

able to associate a unique y € H we can define a map A : H — H by the
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relation Ay = ¢. Since B is sesquilinear, A : H — H is a linear map. Further
(gl =) Ayll = 1Byl < || Bl[llyll implies A is bounded and [|A[| < [|B]|. For
each x,y € H

|B(x,y)| = [(z, Ay)| < [|z[|[| Ay]|

implies that ||B| < ||A||. Thus ||B]| = ||A]|.

Define (x,y) := B(z,y). Since B is non-negative and definite, (z,z) > 0 and
equality holds iff z = 0. From the sesquilinearity of B the inner product (,) is
linear in the first variable. Further, (z,y) = (y, x) holds for z,y € H because B

is symmetric. Hence B defines an inner product on H.

Let z,y € H and A € C. Then using properties of B, we have

0< B(x —\y,z — \y) = B(z,2) — 2Re(AB(x, 7)) + |A\*B(y, ).

B
In particular, set A = M for a > 0 so that
o)
1 B(y,y
0< Bla.x) ~ ~(2- ZUY) B,y

If B(y,y) # 0, then take o = B(y, y) to get the Schwartz inequality. If B(y,y) =
0, then
0 < 2[B(z,y)|* < aB(z,z)

for all @ > 0, and which forces B(x,y) = 0 (in this case the Schwartz inequality
holds trivially). O

2. Let M, be the space of n x n matrices over C, considered as bounded linear operators

on C". Let GL,(C) be the group of n x n invertible matrices and let U be an open
subset of GL,(C) C M,. Define J : U — M, by J(A) := A~'. Show that J is
Frechet differentiable at all A € U and that if H € M,, then J'(A)H = —A"'HA™L.

Proof. The map J : U — M, is said to be Frechet differentiable at A € U, if there
exists a bounded linear operator J'(A) : M,, — M,, such that

po I+ H) = J(A) = A (),

- 0.
1H[—0 | H || az,
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Let H € M, be such that ||H|| suffieciently small and ||A~!||||H]|| < 1 (which implies
|A7'H|| < 1). Then I + A™'H is invertible and we use this fact in the following

expression:
JA+H)=(A+H) '=(AU+A'H) ' =(I+A'H)'4A™!

(1A A

NE

iy

0

A ATTHAT 4 Z(—1)’°(A*1H)’f,4*1

= J(A)— AT'HA™ 4 Z ATVH)REAT
Thus

|J(A+H)— J(A) — (—ATHA™) ||§: ATTH)R AT

2

k=
Z lH)kA 1”
k=2

IN

< NATPIEIPIAT Y AT A
k=0

< (AP PA] (1 A 1||HHH>

If we take ||H|| — 0 both sides in the above inequality, then

S (A + H) - J(4) - (-ATHATY| =0.

Hence we have proved the required result. O

3. Let (V,||.||) be a Banach space and X = C/([0, 1], V') the space of continuous functions
from [0, 1] with values in V. For f € X, define || f||x := sup || f(¢)||. Show that ||.||x
t€[0,1]

is well defined and is a norm on X. Show that (X, |.||x) is a Banach space.

Proof. First we prove that ||.|| is well-defined. Let f € X. Since the image of a
compact set under a contiuous map is compact and a compact subset of any norm

linear space is bounded (in fact totally bounded), sup;cjo 11 [|f(2)[ is a finite number
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for f € X. Thus |.||x is well defined.
Let f,g,h € X and a € C.

1. Clearly ||f]|x > 0 and if || f||x = 0, then f(t) = 0 for each ¢t € [0,1], i.e., f =0.
2.

lafllx = sup [[(af)(t)] = sup [[(a(f(E)]| = sup |af|lf(t)]]
te(0,1] te(0,1] te(0,1]

= | sup [[f(&)] = [alllf]lx-
tel0,1]

If +9lx = suwp [[(f +9)@)
te(0,1]

= sup [[(f(t) +g(t)]
t€[0,1]

< sup [[|(f(t) + h@)| + [(h(t) + g(t)||]] (. V is a normed linear space.)
tel0,1]

< sup [|(f(t) + h(®)[| + sup [[(A(t) + g(t)]]

t€[0,1] te[0,1]

1+ hllx + 117+ gllx

Let {f.} be a Cauchy sequence in X. Then for each € > 0 there is a positive integer
N such that

[fn(®) = fn N < [ fn = fnllx <€ (1)

forall n,m > N,t € [0,1]. Thus {f,(t)} is a Cauchy sequence in the Banach space V.
So it is convergent for each ¢ € [0, 1]. Define f(¢) = lim f,(¢) for t € [0,1]. Taking
n—oo

m — oo in equation (1) we have, for all n > N

sup [[fu(t) — f(B)]| < (2)

t€[0,1]

Our next aim to show f € X. Let ¢ty € [0,1]. Since fy is contiuous at tq, for € > 0

(same as above) there is a § > 0 such that

| fn(t) — fn(to)]| < € whenever |t — to] < 6. (3)
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Now using equations (2) and (3) we get the following:

1F(8) = f)ll < W) = fn @I + [[fn () — S (to)ll + [1fn(to) — f(to)l < 3e (4)

whenever |t —ty| < . Thus f is a continuous function on [0, 1] as ¢y € [0, 1] arbitrary.
So f € X and from equation (2) we can write ||f, — f||x < e for all n > N. Hence
we have proved that (X, ||.||x) is a Banach space. O

4. Let V be a normed linear space and V* its dual. For any subspace Z C V* and
f € V* define d(f,Z) = infyez || f — 9|
Wt:={geV*:g(x)=0,Vz € W}

v+«. Let W C V be a subspace and define

(a) Show that W+ is a closed subspace of V*.

(b) Let f € V*. Show that d(f, W) = || fo|lw~, where fo € W* is the restriction of
feV:toW.

Proof. (a) Let g1,9, € Wt and a € C. Then for all z € W | we have

(agi + g2)(x) = agi(z) + g2(x) = 0.

Thus ag; + g € W+. This shows that W+ is a subspace of V*.
Let {g,} be a sequence in W and g, — f in V*. Then

lgn () = f (@) = [(gn = F) (@) < llgn = fllllz]] = 0
asn — oo for all x € V. If z € W+, then g,(x) = 0 for all n; hence f(x) = 0.
Thus f € W+. It means that W+ is closed in V*.

(b) Let f € V*. Define fo = f|w as the restriction of f to W. Since g(z) = 0 for
all g € W,
fo=(f = g)lw forall g€ W,

Then ||f0||W* = H(f — 9)|W||W* S ||f — g| Vo for all g S WJ_. Thus

[ follw- < nf| 1f = gllv-- (5)

Next we prove the above inequality in other way. By the Hahn-Banach extension

theorem there exists an element A € V* such that fo = hlw and ||h|lv- = || follw-
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Note that for x € W we have (f — h)(z) = f(z) — h(z) = fo(z) — fo(z) = 0.
Then f —h € W+. Using this fact we get the following:

ve <If = (f = h)l

Ve = ||h|

] f - * — * . 6
nf [~y v- = lfollw (®

Hence required result follows from (5) and (6), namely

d(f, W) = follw-- O

5. Let V be a normed linear space. Show that finite dimesional subspaces of V' can be
complemented, i.e., if W C V is finite dimensional, then there exists a closed subspace
Z CVsuchthat V=W Z.

Proof. Assume that dimW = n. Let {ej,es,...,e,} be a basis of W. Then each

x € W we can write as
r=ai(r)e; + ag(z)es + ... + ay(x)e,

where a;(z)’s are scalars depend on x € W. Using these scalars, we define linear
functional o; : W — C for each j = 1,...,n. Since W is finite dimensional, «; is
bounded for each j = 1,...,n. Observe that a;(e;) = ¢;; for each i, =1,...,n. By
Hahn-Banach extension theorem there exists an extension f; € V* of o; € W™ for

each j =1,...,n. Define themap P:V — V forz eV

P(r) = filz)er + fa(w)ea + ... + fo()en

Since f; is a linear map for each j =1,...,n, P is also a linear map. For x € V, we

have

I1P@@)]] = [lfi(x)er + fa(x)ez + ... + fu(z)en]]
< [L@)[[ler]] + [fa(@)[leall + - + [ful@)]]len]]
< [IAlllzlllect + MLl lexll + - - 4 [ Al iz (e
< (AN + Il =+ -+ 1l max fle;]) |2l = K]l]|

1<j<n
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where K = [|| f1]| 4| f2ll+- - .+l full]] maxi<j<n ||€j]]. So P is a bounded linear operator.
Note that

P(ej) = fi(ej)er + falej)ea + ... + fulej)en
= aq(ej)er + aalej)ea + ...+ apnlej)e, = ¢

where in the last equality we have used the fact o(e;) = 6;;. We claim that P is the
projection on to W. For that we need to show P2 = P and RanP = W. Let x € V.

P*(z) = P(fi(z)er + fa(z)ea + ... + fa(2)en)
= fi(x)P(e1) + fo(x)P(e2) + ... + fu(z)P(ey)
fi(x)er + fo(x)ea + ... + fulx)e, = P(x)

Thus P2 = P. By the definition of P it is clear that RanP = W. So P is the
projection on to W. Take Z = ker P(= Ran(I — P)). Then W N Z = {0}. For any
rxeViswrittenasx = Pr+ ([ — P)r e W+ Z. Hence V=W & Z. O



